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Fingertip Detection and Finger Identification
Approach for Hand Gesture Recognition using

Microsoft Kinect
Ahmed Al Marouf*, Md. Kamrul Hasan and Hasan Mahmud

Abstract—Hand gesture recognition is one of the recent re-
search attractions in human computer interaction (HCI) and
augmented reality (AR). Recognizing different hand gestures
depend mostly on the posture of the hand which varies based
on the orientation of fingers. To classify them, the orientation of
fingertips and the names of individual finger are vital features
to be considered. The most challenging task in hand gesture
recognition is to determine the palm point and use the point
to find all the fingertips. In this paper, a novel approach is
proposed to determine the center of the palm and to detect the
fingertips. The procedure of fingertip detection includes adaptive
Hill Climbing algorithm applied on distance graphs. This paper
also propose a novel approach for finger identification based
on the relative distances among the fingertips and valley points.
The experimental results shows up to 94% accuracy based on
its inputs.

Keywords—human computer interaction (HCI), fingertip
detection, finger identification, graph-based detection, palm point
determination.

I. INTRODUCTION

Human computer interaction is a vast research area and
interaction techniques are one of the main concerns of it.
The nowadays technology are improving the interaction
techniques to minimize the barrier of human and computer.
Different types of interactive devices are developed and
the technology market is growing rapidly holding the hand
of these devices. However, better priced and user-friendly
interaction techniques are the main concern of these devices.
Interaction by touch or multi-touch, voice recognition, facial
recognition, movements of eyes etc. are newly developed
interaction techniques, which are gaining researchers’
attention day by day.
However, better priced and user-friendly interaction techniques
are the main concern of these devices. Interaction by touch or
multi-touch, voice recognition, facial recognition, movements
of eyes etc. are newly developed interaction techniques,
which are gaining researchers’ attention day by day.
A new interaction technique is gesture while gesture based
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interfaces and recognition systems are very popular nowadays.
“Gestures are expressive, meaningful body motions involving
physical movements of the fingers, hands, arms, head, face,
or body with the intent of conveying meaningful information
or interacting with the environment” [1]. Gestures can be
static such as the user assumes a certain pose or configuration
or dynamic such as with pre-strike, stroke and post-stroke
phases. S. Mitra et al. [1] introduced that gestures could
broadly be of three types: hand and arm gestures; head and
face gestures and body gestures. Recognizing hand gestures
is important for sign languages, human-robot interaction
and other entertainment applications for allowing users to
play and interact in virtual environments [1]. Using different
gestures human can interact thus operate computer systems.
Gesture is a common interaction technique which could
be used in any kind of computer systems such as desktop,
laptop, tablets or even in cell phones.
Gestures could be constructed by different organs such as
head movements, body motions or hand movements. Each
of these gestures are different from one another in case
of computer vision. Hand gesture is used widely in many
countries and cultures. It is easy to use and social conventions
already exist regarding hand gestures. Different hand gestures
are used to welcome someone, to express goodbye, showing
accomplishment etc. While interacting with computers human
mostly prefer hand or both hands as instructions provided to
system are done by handheld devices like mouse, keyboard,
keypads etc. Most of these interactions are done by using
the fingers or the whole hand including the palm area. In
case of gesture recognition, before using hand gestures in
real-time systems the positions of the fingers should be
identified properly which is possible by detecting fingertips
and finger names. Therefore, the fingertip detection and finger
identification is the main challenging work in this context.
Virtual reality or augmented reality, vision based games, sign
language applications, human robot interactions are some
of the applications of hand gesture recognition, specifically
fingertip detection and finger identification [2]. 2D or 3D
images could be used to detect different gestures. Many
depth based cameras like Bumble Bee, Microsoft Kinect
etc. could be used for capturing images in real time. In 2D
images the overlapped fingers or multidirectional fingers
could not be detected. On the other hand, 3D sensors use
depth camera with vision or RGB camera which overcomes
the problem of segmentation methods for 2D images. In
this paper, we have used system having Microsoft Kinect
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which consist two different cameras: RGB and Depth camera.
IR sensor and PrimeSense sensor are used to calculate the
depth information. Fig 1 shows the different components of
Microsoft KINECT.

Fig. 1: Different Components of Microsoft Kinect [3], [4]

The idea of Natural User Interaction (NUI) [5] or Natural
Computing (NC) [6] is followed in this paper, which does not
include any use of wearable sensors, markers or color gloves
but the users hand movement. Different methods to detect
the fingertips [5], [6], [7] and finger names are introduced
by researchers [8], [9], [10].
In this paper, we have proposed novel approaches to find the
fingertips and finger names using the information of center of
the palm. For finger identification, we have proposed a new
model, 4Y - model which is based on adaptive Hill climbing
Algorithm for finger identification.
In the rest of the paper, section II discusses about the related
works done by different researchers on this problem. Section
III illustrates the proposed method to determine the palm
point of the hand and in section IV the fingertip detection
method is presented. The second proposed algorithm of finger
identification is demonstrated in section V. The detail experi-
mental analysis and results are shown in section VI and finally
the section VII concludes with some future scopes mentioned.

II. LITERATURE REVIEW

Fingertip detection and finger identification is the major
challenge in the context of hand gesture recognition.As the
hand gesture solely depends on the fingertips positions and
finger orientation, the main target is to find out a better way to
determine the fingertips. Different types of images (2D or 3D)
could be used for gesture recognition. Several ways have been
adopted to determine the fingertips from 2D or 3D images.
Template matching using fingertip templates [9],template
matching [10], [11], [12], contour [13], based on finger shape
[7], [14] are the state-of-the-art methods used for 2D images
for hand gesture and fingertip detection. But each method has
its advantages along with some lacking like input images are
captured from inferred camera [9-11], “clear contrast between
hand and background” [12], “illumination of the workspace
is controlled and generally uniform” [8] or using a colorful
gloves [15], [16]. A compare and contrast on the fingertip
detection methods for 2D images have been introduced in [16]
and a robust fingertip detection method has been proposed. On
the other hand for 3D images the state-of-the-art methods are
based on 3D cameras like Microsoft KINECT, Bumble bee

etc. and implemented some previously used methods.
Depth-Skin-Background Mixture Model (DSBMM) segmen-
tation algorithm has be proposed in [4] which is based on Ar-
tificial Neural Network (ANN). Xin Zhang et al. [4] proposed
a dual mode (side and frontal) switching algorithm to identify
the hand pose in writing mode and ellipse fitting technique
for palm point detection. M. Elmezain et al. [17] proposed
a hand gesture spotting method using Hidden Markov Model
(HMM). M.K. Bhuyan et al. [7] proposed a hand calibration
algorithm consists Extraction of Geometric features and Hand
modeling. In [7] five circles intersecting with the points in
segmented image are considered as fingertip points. They
have proposed hand segmentation using skin segmentation,
detection of centroid, normalization constant, determination
of orientation and hand & forearm segmentation. They have
proposed a hand calibration algorithm consists extraction of
geometric features and hand modeling.
J. L. Raheja et al. [5] used distance transform on the inverted
images to determine the center of palm. Nevertheless, the
calculation of determination of coordinates is not mentioned.
This paper [5] is helpful for palm point identification policy
which was performed by applying the distance transform on
the inverted binary images of hand. The paper introduced color
difference for different hand. D. Uebersax et al. [31] proposed
a heuristic based approach to determine the center of the palm
and palm region.
Meenakshi et al. [5] proposed a hand gesture recognition
system based on shape parameters. For different scenario of
the system changes its interest and the shape of the parameters.
For different gestures unique code in generated which helps
to classify the gesture easily. Z. Ren et al. [18] [18] proposed
a system of robust part based hand gesture recognition using
different camera. The gesture is recognized based on finger
earth mover’s distance with a commodity depth camera [18].
D. D. Yang et al. [19] an effective robust fingertip detection
method for finger writing character recognition system on
plane surfaces. Template matching [20], [21], [22], [23],
axis-boundary intersection [24], [25], conic fitting, contour
tracking was performed on the method. To detect the fingertip,
position is identified from hand contour and then circle feature
matching is done. S. Iyer et al. [20] considered detection of
fingers with a depth based hand detector in static frames. True
positive, false positive approach is taken in case of template
matching and area percentage, whereas, skin model is used
for segmentation. For edge detection two important papers
are followed in this paper are [21], [22]. Image segmentation
is done based on edge detection using boundary code [20],
[26], [27]. But it is for the 2D cameras [28], [29], [4], [30],
not for 3D camera such as Microsoft Kinect. Lejeune et al.
[12] a new jump edge detection method implemented on the
basis of canny approximation of edge detection. For ellipse
fitting algorithm, Walter Gander et al. [23] least-square fitting
of circles and ellipses. Andrew Fitzgibbon et al. [24] a direct
approach of non-linear least square fitting of ellipse. The non-
generalization and calibration problem of Microsoft Kinect has
been elaborately discussed and mentioned by many researchers
in [31], [32], [33], [34], [35]
In this paper, we proposed a new approach to determine the
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center of the palm thus palm point using ellipse fitting algo-
rithm and a graph based approach to determine the fingertips.
The center of the palm or palm point could be determined
various ways. The comparison between an existing model and
proposed model to determine the center of the palm is also a
vital element in this paper. Moreover, in this paper, we have
proposed a novel approach to determine the palm point of
hand which could be applicable for both hands. The palm
point information is then used to determine the five different
fingertips as well as finger names.

III. PROPOSED APPROACH

The process of fingertip detection includes five steps.
From Fig 2, we can illustrate those steps as stated image
acquisition, preprocessing, image processing, palm point
determination and graph based algorithm for fingertip
detection. Pre-processing includes the thresholding, RGB
to gray-scale conversion and color & depth calibration.
Determining the minimum depth value from the Kinect
camera, determining the segmentation threshold, cropping
the region of interest and edge detection are the steps of
processing. Depth and color segmentation & calibration is
done for hand segmentation. For fingertip detection we have
merged two existing idea from state of the art in a manner
that it minimizes the limitations of both approach. Ellipse
fitting technique is applied for palm point determination and
point-to-point scanning is done for fingertip locating. In this
section, each of the steps are discussed elaborately.

Fig. 2: Flowchart of Fingertip Detection process.

A. Image Acquisition
The images are captured using Microsoft KINECT. Fig 1

shows the hardware architecture of KINECT which integrates
two cameras: RGB and Depth. Color image is captured by the
RGB camera while the IR camera and the PrimeSense sensor
calculate the depth information of the image.

Fig. 3: Image Acquisition. (RGB image from NTU MSR
Hand Gesture Dataset [33])

Therefore, color and depth images are collected from the
Microsoft KINECT, but which a slight time gap. Because of
the unwanted time gap the color and depth images are not
calibrated. The depth information of Microsoft Kinect is 11
bit with 2048 levels [4]. The depth value draw of a point in
image could be defined as calibration procedure described in
[30]

d = KXtang(Hdraw + L)−O (1)

Where d is the depth of that specific point in cm, K = 12.36
cm, H = 3.5×10-4 rad, L = 1.18 rad and O = 3.7 cm.

Fig. 4: Forearm segmentation for the hand. (a) gray image,
(b)forearm of hand and (c) Region of Interest (ROI)

B. Preprocessing
Because of some minor hardware problem like low resolu-

tion and strong noise, only depth or RGB image is not satis-
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factory to use. The color-depth non-synchronization problem
introduced in [4] is not a negligible issue as the color and depth
images are not captured and updated at the exact time by the
Microsoft Kinect sensor [4]. A complex DSB-MM (Depth-
Skin Background Mixture Model) is proposed in [4], which
integrates the information coming from three individual steps
named depth model, skin model and background model. Depth
- color synchronization or calibration could be done to solve
this problem. The calibration process is a stochastic process
like trial and error. The one-to-one mapping between the depth
and color image is the output of calibrated image.
As the user will be interacting with the system by hand, the
nearest point will be hand from the Microsoft Kinect camera
[3][21]. The nearest point in millimeters will be different for
each of the images as it totally depends on the users hand
position and orientation. As the depth information contains
the distance values of each pixel in the image from Microsoft
Kinect, the minimum depth value in the calibrated image will
indicate the hand pixel [21]. In the calibrated images the
minimum depth value and its surroundings up to a certain
threshold (introduced as segmentation threshold) is being
considered as Region of Interest (ROI). The segmentation
threshold is a dynamic variable having values around 240 ±
5 mm.

C. Image Processing

The region of interest is containing the hand part only.
The segmented images are converted to gray-scale images and
binary images (Fig 5). All the binary images automatically

Fig. 5: Gray-scale image (a) and binary image (b) after
segmentation.

remove the background of images, so additional background
removal techniques are not necessarily applied here. The bi-
nary images are considered for the edge detection algorithms.
Several edge detection procedures (Sobel, Prewitt, Roberts
etc.) are tested (Fig 6) while Canny’s approximation gives
the better output to the images. From the detected edges,
the edge coordinate points are recorded directly. Huge sized
arrays are used to store the coordinate points in Matlab. The
Canny’s approximation method outperforms the other existing
edge detection method. Therefore the edges could be detected
clearly to be useful for further processing. The edge values
are one of the important feature in our proposed approach.

Fig. 6: Sobel, Roberts, Prewitt and Canny Approximation of
edge detection on the RoI

D. Palm Point Determination

In this section, we have proposed a new approach to
determine the center of the palm or palm point by using Ohad
Gal’s ellipse fitting algorithm. As the state-of-the-art shows
[6], [20] the palm point can be used for further processing. But
the limitation in determination of palm point is not considered
as a key contribution. In this paper, we have used Ohad Gal’s
ellipse fitting algorithm to determine the palm point, whereas
in the state-of-the-art there is not enough evidence to apply
this algorithm on this context.
The palm point is approximately the center of the palm and
its coordinates are used for further processing. The fingertips
along with the finger shape of human hand are generally in
shape of ellipse with different radius, but with no exception.
Therefore, ellipse fitting algorithms will be applicable in cal-
culating the coordinates of edge of the region of interest. The
Ohad Gal’s algorithm [32] uses the Least-Squares criterion for
estimation of the best fit to an ellipse from a given set of points
(x,y). The LS estimation is done for the conic representation
of an ellipse (with a possible tilt). Conic Ellipse representation
will be according to (2). Tilt/orientation for the ellipse occurs
when the term xy exists (i.e. b = 0).

ax2 + bxy + cy2 + dx+ ey + f = 0 (2)

In this paper, we have used the Ohad Gal’s ellipse fitting
algorithm [34] to detect the palm point. The ellipse fitting
algorithm takes huge number of coordinates and generates
the center of palm. We converted the gray-scale images into
binary images to find out the edge points. The morphological
operation dilation is done using dilation threshold and
structural element for each image. The edge indices of the
palm are detected by Canny’s approximation and the edge
points are considered as inputs to the ellipse fitting algorithm.
The ellipse fitting algorithm is based on least square
method and center of the palm are calculated thoroughly by
mathematical equations. After the dilation process the edge
points of palm area used to be like ellipses. All the ellipses
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have centers of their own and the ellipse fitting algorithm
finds the center of the ellipses.

Ohad Gal’s ellipse fitting algorithm [34] is directly used to
get the parameters for the image. The input for the algorithm
are the boundary points and the output is a structure containing
sub axis radius of x and y axis; orientation in radius of
the ellipse; center coordinates of the non-tilt ellipse; center
coordinates of the tilted ellipse; size of the long and short axis
and status of detection of an ellipse. The center coordinates
of tilted ellipse is the center of palm which is palm points.
We have considered this ellipse fitting algorithm because the
palm area of the hand is not exactly a circle and it tends to
be an ellipse.
Therefore, ellipse fitting algorithm would be applicable for
this problem. The Fig 7 shows different hand postures and the
palm point detected.

IV. FINGERTIP DETECTION

In this paper, we proposed a novel approach to detect the
fingertips with the help of the palm point determined in the
previous step. We consider the palm point as the base point
and calculate the distances of all the edge points from the palm
point which generates a distance graph.

A. Distance Graph Generation

The Euclidean distance equation is used to calculate the
distances, where, (xp, yp) is the coordinate of palm point and
(xi, yi) is the edge points.

Distance =
√
(xi − xp)2 + (yi − yp)2 (3)

The Euclidean distance graph is plotted and the zigzag curve
showing zigzag patterns indicates the distances of all the edge
points from the palm point. The Euclidean distance graph
shown in Figure 9 illustrates that there are five peak values
and four valley values in the curve. There could be more than
five peaks recorded in the curve as noises. The multiple peaks
problem could be easily eliminate by adaptive Hill Climbing
algorithm.
As the distance of fingertips are maximum from the palm point
and the distance of valleys are minimum from the palm point,
the five peak points and four valley points defines the five
fingertips and four valley points of the fingers, respectively.
Therefore, the coordinates of the maximum and minimum
distance points outputs the required fingertips and valley
points, respectively.

B. Graph-based Algorithm to find the fingertips and valley
points

Input for the adaptive hill-climbing algorithm will be all
the (x, y) coordinates and the output would be the coordinates
of five fingertips and four valley points, respectively. All
the findings are stored in vectors named as VectorFingertips
and VectorValleys for five fingertips and four valley points,

respectively. The algorithm keeps track of the local maxima
and local minima of graph. The local maxima are considered
to be the fingertips and local minima are considered to be the
valley points.

V. FINGER IDENTIFICATION

Finger identification from images refers to the recognition of
each five fingers differently. With some exceptions, generally
human has five fingers named as Thumb, Index, Middle, Ring
and Little. From the fingertips determined in the previous step,
the name of the fingers could be identified. In this paper, we
propose the 4Y model which is a novel finger identification al-
gorithm based on geometric calculation and general biometric
features of human hand. The geometric calculations, general
biometric features, algorithm’s input-output and the 4Y model
is explained in the next sections.

A. Geometric Calculations

A simple Euclidean distance calculation formula given in
equation (1) is required to calculate the distances between
the fingertips (F1, F2, F3, F4, F5) and valley points (V1, V2,
V3, V4). Total eight (8) distances should be measured as D1
(F1–V1), D2 (V1-F2), D3 (F2–V2), D4 (V2- F3), D5 (F3–V3),
D6 (V3-F4), D7 (F4–V4), D8 (V4-F5). These distance values
does not have any unit to measure as they are measured from
coordinates.

B. General Biometric Features

In [33] some of the basic assumptions were made from the
orientation of the human hand an algorithm was proposed. For
our proposed algorithm we are making some general biometric
assumptions about the human hand and these are.

• Considering human hand with five fingers but with no
exceptions.

• Show the five fingers of the hand in front of the Mi-
crosoft Kinect for better calibration. The hand should be
perpendicular to the device and fully stretched.

• Distance between Thumb and Index fingertips is largest
of all, in a stretched hand. So the addition of distances
from these two fingertips to the common valley point will
also be largest of all on the same orientation.

• With the change in orientation of fingers, the orientation
or position of valley points also change.

• Index and Ring fingers are nearest from the Thumb and
Little fingers, respectively.

C. Algorithm’s Input-Output

Input for this model algorithm will be the five fingertips
(F1, F2, F3, F4, and F5), four valley points (V1, V2, V3,
and V4) and the palm point P (xp, yp). The output of this
finger identification algorithm is an image where the finger
names are associated with the fingertips. Thus all five fingers
are identified accurately. As the output of the algorithm is
visualized in Fig 10, there could be four Y patterns found
if we connect the valley points with the palm point, and so
the model is named 4Y model for finger identification. This
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Fig. 7: Palm point determination using Ohad Gal’s Algorithm. The RGB images and the palm points on the right of it.

Fig. 8: Palm point (yellow dot) outputted by the Ohad Gal’s
ellipse fitting algorithm.

Fig. 9: Euclidean Distance graph for fingertip detection

algorithm will identify finger names even if the fingers are
touching each other firmly. The valley points will be closer
to the fingertips but with the same assumptions the algorithm
could identify the fingers. Fig 11 shows the visual output of
the algorithm.

VI. EXPERIMENTAL ANALYSIS AND RESULTS

In this section, the experimental analysis and results of the
proposed approaches for finding fingertips and identification

of finger names are illustrated. The experiments includes the
preprocessing, processing, palm point identification, fingertip
detection and finger identification as mentioned in the pro-
posed approach section. The experiments are performed by
implementing all the steps in order to validate the proposed
algorithms.

A. Dataset

The dataset used for the experiment is the NTU Microsoft-
Kinect-Hand Gesture dataset [18-19], which contains the color
image and the corresponding depth map obtained from the
Kinect sensor. It contains 10 different gestures taken from
10 subjects (persons), and for each gesture, there are 10
variations. Thus, there are 101010 = 1000 cases. As the dataset
has 10 different gestures, but our algorithm is only validate for
the stretched hand. Therefore, only 100 cases could be used
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Fig. 10: Demonstration of 4Y Model for Finger
Identification.

Fig. 11: Fingers are correctly identified by 4Y Model.

for testing this experiment. The input images are two types:
RGB image and depth image. The RGB image represents the
RGB pixel values and the depth image represents the depth
values.
The experiment starts with loading the input images. The
experiment process follows the steps mentioned in proposed
approach sequentially. We have used Matlab 14a version
for all the simulation and implementation process. Firstly,
the pre-processing includes the thresholding, RGB to gray-
scale conversion and color & depth calibration. Secondly,
determining the minimum depth value from the Kinect camera,
determining the segmentation threshold, cropping the region
of interest and edge detection are performed as a part of
the processing. Thirdly, depth and color segmentation and

calibration is done for hand segmentation. Then the Canny’s
edge detection and background removal is performed as part
of image processing step. Therefore, the graph-based adaptive
hill-climbing algorithm is applied to find the five fingertips and
four valley points. Lastly, the4Y model is implemented on the
fingertips and valley points to get the name of the fingers.

B. Results

We have tested the 4Y model for finger identification using
100 test images and depth data. The contingency matrix or the
confusion matrix [39] in the Table I gives the actual reading
of the data that are used to determine the specificity and
sensitivity [38] of the proposed algorithm.

C. Sensitivity and Specificity of the Proposed Algorithm

Sensitivity and specificity are the statistical measures to
measure the performance of any binary classification test
[38]. As in our algorithm classification is done, so sensitivity
and specificity could be a good measurement to judge the
algorithm effectively. Sensitivity measures the proportion of
actual positives which are correctly identified as such [38].
Specificity measures the proportion of negatives which are
correctly identified as such [38]. To calculation of these
measurements follows the equations as (4) and (5). True
Positive (TP), True Negative (TN), False Positive (FP), False
Negative (FN) are determined from the confusion matrix.
These four quantities could be used to measure other five major
terms to justify the proposed algorithm. Precision or Positive
predictive value (PPV) [38] is the positivity measurement from
the positive findings of the data. The calculation of PPV can
be done using (6).

Sensitivity = TP/(TP + FN) (4)

Specificity = TN/(TN + FP ) (5)

PPV = TP/(TP + FN) (6)

Negative predictive value (NPV) [36] is the negativity mea-
surement from the negative findings of the data and Fall-out or
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false positive rate (FPR) [38] is the measurement of positivity
which are rejected from the positive findings of the data. The
measurement of the NPV and FPR could be performed by the
following equations.

NPV = TN/(TN + FN) (7)

FPR = FP/(FP + TN) (8)

False Discovery Rate (FDR) [38] is the measurement of false
alert which is found from one minus the positive predictive
value of the findings.

FDR = 1− PPV = FP/(TP + FP ) (9)

Accuracy [38] from the confusion matrix could be measured
by the division of true-ness and total positivity and negativity
of the findings. The calculation of accuracy would be done by
the (10).

ACC = (TP + TN)/(TP + TN + FP + FN) (10)

The Matthews correlation coefficient [38] is used in machine
learning as a measure of the quality of classifications. It takes
into account true and false positives and negatives and is
generally regarded as a balanced measure which can be used
even if the classes are of very different sizes. The MCC is
in essence a correlation coefficient between the observed and
predicted binary classifications; it returns a value between -1
and +1 [38]. The calculation of MCC for all five fingers are
visualized in Fig. 12.

MCC =
TP + TN + FP + FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)

Fig. 12: Matthews Correlation Coefficient for five fingers

For testing the accuracy F1 score or F-measure is been used
in the state-of-the-art researches. F1 score is the harmonic
mean of precision and sensitivity which follow (12).

F1− score = 2TP/(2TP + FP + FN) (11)

All the measurements mentioned above are useful to un-
derstand the efficiency and effectiveness of the proposed
algorithms. Table II illustrates all the measurement values and
Table III demonstrates the accuracy and percentage of error
in determination of palm point along with the actual points.
Eight random simulated values are presented in the Table 3

which provides 98.37% accuracy. The overall accuracy of the
proposed system is around 94%. The comparison of simulation
and confusion matrix could be illustrated in the Fig 13. The
implementation of experiments could be illustrated in Figure
15.The comparison between the accuracy and F1 score can be
visualized from the figure 14.

Fig. 13: Accuracy in Simulation and Confusion Matrix.
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Fig. 14: Comparison between Accuracy and F1 score

VII. CONCLUSION

For different Human Computer Interaction (HCI) appli-
cations the fingertips location and the finger names could
be used. Sign language, Calculator, Gesture recognition and
spotting, Trajectory analysis, Real time Character recognition
using hand gesture are such applications where the output
ingredients could be used.
In this paper, we have proposed novel approaches to solve
three different problem: palm point determination, fingertips
detection and finger identification. For palm point determi-
nation we have proposed Ohad Gal’s ellipse fitting algorithm,
which provides 98.37% accurate result. For fingertip detection
we have proposed graph-based adaptive hill-climbing algo-
rithm and for finger identification the proposed 4Y model
shows satisfactory results. In future, the filtering techniques
could be applied to get a noise free RGB image and consider
them as input. Applying state-of-the-art edge detection algo-

rithm could also provide more appropriate edge points which
may consider for the fingertip algorithm. The algorithm only
works for the static hand gestures but this can be modified to
work for different posture and orientations of hand gestures.
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